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Abstract: 
AI models can be trained on a variety of data, such as sensor data, satellite data, genomic data, 
image data, weather data, and climate data. This can be used in the context of different applications 
and several use cases in the bioeconomy domain, e.g., for improving performance regarding disease 
detection on plants, precise plant monitoring, smart water use, and optimizing waste recycling 
processes. Such models can then help, for example, to detect pests, identify weeds, and optimize the 
use of fertilizers and pesticides.  

Although those AI models learn complex relationships between different components in the 
bioeconomy, those relations typically remain hidden within the often called black box model, leading 
to no or only poor knowledge about the underlying connections of the driving factors in the input 
data. Here, the field of explainable AI (XAI) has emerged, with the aim to provide insights into the 
decision-making strategies and to showcase the important features and complex relationships the 
decision is based on. In this project, methods of explainable AI for multimodal data will be developed 
for explaining AI models trained on multimodal data with applications in the bioeconomy. With the 
novel XAI methods we aim to showcase the complex relationships between different types of data, 
such as genetics, soil composition, weather, and climate data, learned by the AI model. We aim to 
contribute to the generation of novel knowledge that tackles the enormous challenge of an efficient 
realization of the bioeconomy. 

Desired skills of the applicant: 
Must: Excellent Knowledge in ML, especially Deep Learning, and in at least one of the following 
topics: Explainable AI, Graph Neural Networks, Object Detection 
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